
 
 

 
 
 
 
 
 

APLIMAT  - JOURNAL OF APPLIED MATHEMATICS 

 

VOLUME  4  (2011),  NUMBER 3 



 



APLIMAT  - JOURNAL OF APPLIED MATHEMATICS 

 

VOLUME 4 (2011),  NUMBER 3 

 
Edited by: Slovak University of Technology in Bratislava 

 

Editor - in - Chief: KOVÁČOVÁ Monika (Slovak Republic) 

 

Editorial Board: CARKOVS Jevgenijs (Latvia ) 

 CZANNER Gabriela (Great Britain) 

 CZANNER Silvester (Great Britain) 

 DOLEŽALOVÁ Jarmila (Czech Republic) 

 FEČKAN Michal (Slovak Republic) 

 FERREIRA M. A. Martins (Portugal) 

 FRANCAVIGLIA Mauro (Italy) 

 KARPÍŠEK Zdeněk (Czech Republic) 

 KOROTOV Sergey (Finland) 

 LORENZI Marcella Giulia (Italy) 

 MESIAR Radko (Slovak Republic) 

 VELICHOVÁ Daniela (Slovak Republic) 

 

Editorial Office: Institute of natural sciences, humanities and social sciences 

 Faculty of Mechanical Engineering  

 Slovak University of Technology in Bratislava 

 Námestie  slobody 17 

 812 31 Bratislava 

 

Correspodence concerning subscriptions, claims and distribution: 
 F.X. spol s.r.o 

 Dúbravská cesta 9 

 845 03 Bratislava 45 

 journal@aplimat.com 

 

Frequency: One  volume per year consisting of four  issues at price of 120 EUR, per volume, 

 including surface mail shipment abroad. 

 Registration number EV  2540/08 

 



Information and instructions for authors are available on the address:  

http://www.journal.aplimat.com/ 

 

Printed by: FX  spol s.r.o,  Azalková 21, 821 00 Bratislava 

 

 

Copyright © STU 2007-2011, Bratislava 
All rights reserved. No part may be reproduced, stored in a retrieval system, or transmitted in any form or 

by any means, electronic, mechanical, photocopying, recording, or otherwise, without prior written 

permission from the Editorial Board. All contributions published in the Journal were reviewed with open 

and blind review forms with respect to their scientific contents. 

 



APLIMAT  - JOURNAL OF APPLIED MATHEMATICS 

VOLUME 4 (2011), NUMBER 3 

 

 

FINANCIAL AND ACTUARY MATHEMATICS 

 
 

 AIGARS Egle: THE IMPACT OF CORRELATION ON RISK HEDGING  15

 BEZRUCKO Aleksandrs: LATVIAN GDP: THE OPTIMAL TIME 
SERIES FORECASTING ALGORITHM   

27

 
HLADÍKOVÁ Hana: NELSON-SIEGEL MODEL FOR THE 
ESTIMATION OF YIELD CURVE DERIVED FROM THE CZECH COUPON 
BOND MARKET       

37

 KLACSO Ján: INTEREST RATES ON RETAIL HOUSE PURCHASE 
LOANS: IS SLOVAKIA AN EXEPTION IN THE EUROZONE? 

49

 
PEDRO Maria I., PEREIRA João, FILIPE José António, Ferreira 
Manuel Alberto M.: COMPLEX PROJECTS' MANAGEMENT USING 
EVA – A CASE STUDY  

57

 



APLIMAT - JOURNAL OF APPLIED MATHEMATICS 

VOLUME 4 (2011), NUMBER 3 

 

 

FUZZY MATHEMATICS AND ITS APPLICATIONS 

 
 

 BIBA Vladislav: LAW OF IMPORTATION FOR GENERATED FUZZY 
IMPLICATORS 

69

 GRIGORENKO Olga: INVOLVING FUZZY ORDER IN THE 
DEFINITION OF MONOTONICITY FOR AGGREGATION FUNCTION   

79

 HABIBALLA Hashim: NON-CLAUSAL RESOLUTION AND FUZZY 
LOGIC 

91

 HABIBALLA Hashim, Pavliska Viktor: LINGUSTIC IF-THEN RULES 
FOR TIME SERIES PREDICTION 

105

 KARPÍŠEK Zdeněk, LACINOVÁ Veronika: IJK – ALGORITHM TO 
CALCULATE THE INTERVAL RELIABILITY    

111

 
KOTYRBA Martin, VOLNÁ Eva, JANOŠEK Michal, KOCIÁN 
Václav, Habiballa Hashim: FUZZY TECHNIQUES FOR TIME SERIES 
PREDICTION 

121

 ORLOVS Pavels: ON AGGREGATION OF L-FUZZY REAL NUMBERS    127

 RUZA Vecislavs: ON AN L-FUZZY VALUED INTEGRAL WITH 
RESPECT TO AN L-FUZZY VALUED TM-MEASURE 

139

 ŽÁČEK Martin: FUZZY SEMANTIC NETWORKS    149

 



APLIMAT - JOURNAL OF APPLIED MATHEMATICS 

VOLUME 4 (2011), NUMBER 3 

 

 

STATISTICAL METHODS IN TECHNICAL AND ECONOMIC 

SCIENCES AND PRACTICE 

 
 

 ANDRADE, Marina, FERREIRA, Manuel Alberto M.: PATERNITIES 
SEARCH WITH OBJECT-ORIENTED BAYESIAN NETWORKS   

155

 ARSHINOVA Tatyana: THE BANKING EFFICIENCY MEASUREMENT 
USING THE FRONTIER ANALYSIS TECHNIQUES 

165

 
ARTECHE Josu, MAJOVSKÁ Renata, MARIELPETR, Orbe Susan: 
DETECTION AND CORRECTION OF CALENDAR EFFECTS: AN 
APPLICATION TO INDUSTRIAL PRODUCTION INDEX OF ÁLAVA    

177

 BARTOŠOVÁ Jitka, BÍNA Vladislav: DEPENDENCE OF EXPENDITURES 
OF THE CZECH HOUSEHOLDS ON FINANCIAL POWER 

187

 
BARTOŠOVÁ Jitka, FORBELSKÁ Marie: DIFFERENTIATION AND 
DYNAMICS OF HOUSEHOLD INCOMES IN THE CZECH EU-SILC SURVEY 
IN THE YEARS 2005 - 2008   

199

 BAŠTA, Milan: FORECASTING VOLATILITY WITH WAVELETS: 
METHODOLOGY 

209

 BÍLKOVÁ Diana: USE OF THE L-MOMENT METHOD IN MODELING THE 
WAGE DISTRIBUTION   

221

 BLATNÁ Dagmar : ROBUST FILTERING OF TIME SERIES  231

 BUSS Ginters: PRELIMINARY RESULTS ON ASYMMETRIC BAXTER-
KING FILTER     

239

 FERREIRA Manuel Alberto M.,  ANDRADE Marina: THE M/G/ ∞ 
QUEUE BUSY PERIOD DISTRIBUTION EXPONENTIALITY      

249

 FORBELSKÁ Marie: EXPLORING THE REGIONAL CZECH HOUSEHOLD 
INCOME DYNAMICS VIA REGRESSION MIXTURES   

261

 HABIBALLA Hashim, PAVLISKA Viktor, Novak Vilem: LFLF 
FORECASTER AS NEW TOOL FOR TIME SERIES PREDICTION   

273

 
HELMAN  Karel: SARIMA MODELS FOR TEMPERATURE AND 
PRECIPITATION TIME SERIES IN THE CZECH REPUBLIC FOR THE 
PERIOD 1961–2008 

281



 HUDRLIKOVA Lenka, FISCHER Jakub: COMPOSITE INDICATORS 
AND WEIGHTING SCHEME: THE CASE OF EUROPE 2020 INDICATORS   

291

 JAROŠOVÁ Eva: DETECTION OF CHANGE POINT IN STATISTICAL 
PROCESS CONTROL 

299

 MALÁ Ivana : DISTRIBUTION OF INCOMES PER CAPITA OF THE CZECH 
HOUSEHOLDS FROM 2005 TO 2008  

305

 MARCINKO Tomáš: COMPARISON OF PENALIZED SPLINE 
REGRESSION WITH NONLINEAR REGRESSION 

311

 MISKOLCZI, Martina, LANGHAMROVÁ, Jitka: LABOR MARKET 
AND SIMULTANEOUS EQUATIONS SOLVED BY TSLS   

319

 POBOČÍKOVÁ Ivana: EXACT AND QUASI-EXACT CONFIDENCE 
INTERVALS FOR THE DIFFERENCE OF TWO BINOMIAL PROPORTIONS   

331

 ŘEZÁČ Martin: ESTIMATING INFORMATION VALUE FOR CREDIT 
SCORING MODELS 

341

 
ŘEZANKOVÁ Hana, LÖSTER Tomáš: ANALYSIS OF THE 
DEPENDENCE OF THE HOUSING CHARACTERISTICS ON THE 
HOUSEHOLD TYPE IN THE CZECH REPUBLIC 

351

 
SINENKO Nadezda, VALEINIS Janis: ON COMPARISON OF 
UNIVARIATE FORECASTING METHODS: THE CASE OF LATVIAN 
RESIDENTIAL PROPERTY PRICES   

359

 
ŽAMBOCHOVÁ Marta,  TIŠLEROVÁ Kamila: CLASSIFICATION OF 
INDIVIDUALS: WILLINGNESS TO START THEIR OWN BUSINESS BASED 
ON FRANCHISE SYSTEM    

369

 ŽIŽKA David: INDICATORS OF TURNING POINTS IN CZECH FINANCIAL 
TIME SERIES  

379

 



















































































































































































































































































































































































































































































































































































































































































































 

 

 
ANALYSIS   OF   THE   DEPENDENCE   OF   THE   HOUSING 

CHARACTERISTICS   ON   THE   HOUSEHOLD   TYPE 
IN   THE   CZECH   REPUBLIC 

 
ŘEZANKOVÁ  Hana,  (CZ),  LÖSTER  Tomáš,  (CZ) 

 
 

Abstract. The paper focuses on the application of coefficients of asymmetric dependence for 
nominal and ordinal variables. Data obtained on the basis of the EU-SILC (European Union – 
Statistics on Income and Living Conditions) survey in 2008 were analyzed. Dependence is 
investigated for pairs of nominal variables (equipment of households with durables and 
household type) and for pairs of ordinal variables (number of rooms, total floor area, financial 
burden of housing costs, and households type where the categories form an ordinal scale). The 
highest values of coefficients were achieved in the dependence of equipment with PC on the 
household type from the viewpoint of the number of working persons and according to the 
status of head of household; higher values were also found in the dependence of equipment with 
a car on the basic household type, the number of rooms and the total floor area on the household 
type from the viewpoint of the number of working persons and according to education level. 
 
Key words. categorical data analysis, contingency tables, nominal variables, ordinal variables 
 
Mathematics Subject Classification:  Primary 62H17, 62H20, 62P20; Secondary 91C99. 

 
 
1 Introduction 
 

One of the series of surveys carried out by the statistical offices of European countries is the 
survey of the statistics on income and living conditions. In 2003 a regulation of the European 
Parliament and the EU Council was passed, which regulates the common framework for this survey 
in European countries. In the Czech Republic the EU-SILC (European Union – Statistics on Income 
and Living Conditions) survey has been carried out since 2005. The aim is to gain an overview of 
the state and development of the social situation of the population. 

The survey focuses mainly on the income distribution of individual types of households, on 
the manner, quality and financial burden of housing, equipment of households with durables and it 
also provides data on the working, material and health conditions of adults, see [1]. In this way 
information valuable for the creation and evaluation of the state social policy is obtained. 
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Through the given survey a great quantity of information is acquired. On the basis of them it 
is possible to investigate various associations and dependences among indicators and either test 
assumed ones or seek out new ones. Some analyses can be also realized on the basis of the tables 
published by the Czech Statistical Office on the Internet (analyses of contingency tables with 
conditional relative frequencies, see [2]). With regard to the fact that the studied indicators are of 
different types it is possible to apply a wide range of statistical methods. 

In this contribution we are focusing on the analysis of the data obtained from the EU-SILC 
survey in 2008. The file purchased from the Czech Statistical Office contains data on 11,294 
households. Our aim was to discover or verify various dependences concerning the characteristics 
of a dwelling and its equipment on the one hand and types of household according to various 
viewpoints on the other hand. 

In some cases it can be expected where the dependence will be weaker and where stronger. 
With regard to the large size of the data file it is also possible to assume that in statistical tests the 
hypothesis of independence will be rejected. For this reason, in the further text we shall deal only 
with investigation of the intensity of dependence. The coefficients calculated on the basis of 
frequencies in a contingency table (or absolute values of these coefficients) usually have values 
from the interval from 0 to 1, however from the dependence aspect even values smaller than 0.5 are 
interesting. 

Some indicators were recoded before the analysis. We were inspired by tables presented on 
the Internet, which in some cases are also created on the basis of recoded indicators – for instance in 
the indicator “number of working persons” it is useful to combine values of 3 or more into one 
category. 
 
 
2 Methods Used for Analyses 
 

From the nature of the type of defined problems it derives that this is an asymmetric 
dependence where the characteristics of the dwelling depend on the household type. If we consider 
a contingency table for two variables then we will suppose that the column variable is dependent. 
We will denote this variable with the letter Y and the explanatory row variable with the letter X. 

The variable X influences statistically on Y if the statistical properties of the variable Y change 
with the changes in categories xi. From the method called analysis of variance it derives that we can 
express the variability of the dependent variable as a sum of two components: the variability 
explained by the variable X (between-group variability) and the residual (unexplained) variability 
(within-group variability). In mathematical notation this association can be expressed as 
 

 )(),()( XYvarXYvarYvar  , (1)
 

where for the expressing of variability var(.) it is necessary to use a measure suitable for the given 
type of dependent variable. 

In the analysis of variance we can calculate the intensity of dependence as a ratio of between-
group variability and total variability which has values in the interval from 0 to 1. This measure is 
usually called as R-square. It can be written as 
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If we calculate this ratio on the basis of a contingency table, then 
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
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(3)

 

where pi+ is the row marginal frequency and R is the number of rows (i.e. of categories of the row 
variable X). 

In practice measures are used for quantitative and nominal dependent variables. In the first 
case variance is used and the root of R-square is also given; in the second case it is possible to use 
one of the following measures for the variable Y (see also [6]): 

 
a) variation ratio V, which we calculate according to the formula 
 

 V(Y) = 1 – Mop , (4)
 

where p+Mo is the relative frequency of the modal category of the column variable Y, 
 
b) nominal variance G (Gini’s coefficient, measure of mutability), see [3], calculated according to 

the formula 
 

 
G(Y) = 


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C

j
jp

1

21 , (5)

 

where C is the number of columns (i.e. of categories of the column variable Y) and p+j is the column 
marginal relative frequency, 
 
c) entropy H, which is for all p+j ≠ 0 given by the formula 
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 (in the case that p+j = 0, the corresponding value for the given j is equal to zero). 
 
By the application of the formula (4) we get Goodman and Kruskal lambda, see [4], i.e. 
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where piMo is the relative frequency of the modal category in the ith row. This coefficient reflects 
only the change of the column category with the greatest frequency in individual rows with regard 
to the category with the highest marginal frequency. If in all rows the highest frequency is in the 
same category as is the modal category for the whole data set, then the coefficient is equal to zero 
and therefore the test for the zero of the coefficient is not carried out. 

 
By the application of the formula (5) we get Goodman and Kruskal tau, see [4], i.e. 
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By the application of the formula (6) we get the uncertainty coefficient, see [5], i.e. 
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In investigating the asymmetric dependence of two ordinal variables we use Somers’ d with 
values from –1 to 1. For its calculation it is necessary to know the number of concordant, discordant 
and tied pairs. If in a pair of objects for one object the values in both variables are smaller (or 
larger) than for the second object, then we denote such a pair as concordant. If in one variable the 
value is smaller and in the other variable bigger, then this is a discordant pair. In other cases (the 
value in one variable or the values in both variables are the same) we speak of tied pairs. 

For the simplification of notations of formulae the following symbols are used: 
 – the number of concordant pairs, 
 – the number of discordant pairs, 
TY – the number of pairs, which contain the same value of the variable Y, but a different value for X. 

Mathematically these numbers can be expressed according to the following formulae: 
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where nij are associated absolute frequencies in the contingency table. Somers' d is calculated 
according to the formula 

 

 

Y
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For two dichotomous variables a contingency table has four cells. It is possible to apply the 
coefficients mentioned above. Moreover, the odds ratio can be also used. If we denote the absolute 
frequencies in a table with letters a, b, c and d, then the odds ratio can be expressed as 
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3 Application to Living Condition Survey 
 

We investigated the asymmetric dependences in a series of indicators. With regard to the large 
size of the set, in the statistical tests the hypothesis of independence was rejected in all cases (in 
accordance with the expectation), but the intensity of dependence is generally low. In this part the 
results are given for some analyses in which the values of at least some coefficients are higher than 
0.2, and eventually for comparison also the results of some further analyses. 

We applied measures of dependence for two nominal variables (equipment of households 
with durables and household type) and for two ordinal variables (number of rooms, total floor area, 
financial burden of housing costs, and households type where the categories form an ordinal scale). 

In investigating the dependence of the equipment of the household on the household type we 
focused on durables, i.e. washing machine, color TV, PC, phone (fixed, mobile) and car. The 
indicator has the categories 1 (household has own), 2 (household does not have – cannot afford to 
buy) and 3 (household has not for other reasons/does not want). Because this is a nominal variable, 
for the expression of the intensity of dependence we used the coefficients lambda, tau and the 
uncertainty coefficient, see formulae (7), (8), and (9). 

First we selected the household type according to the number of working persons. In the 
indicator “number of working persons” we combined values of 3 and more in a single category, 
which means that the recoded variable has categories from 0 (no working person) to 3 (3 or more 
working persons). The values of the coefficients appropriate for this type of asymmetric dependence 
are given in Table 1. 

 
Table 1. Dependence of the household equipment on the number of working persons 

 
Durables lambda tau U 
washing machine 0 0.018 0.076 
color TV 0 0.002 0.035 
PC 0.478 0.290 0.218 
phone (fixed, mobile) 0 0.030 0.113 
car 0.144 0.159 0.130 

 
In the case of the washing machine, color TV and phone, for all households the highest 

frequency is for category 1 (subsequently: 96.5 %, 98.8 % and 96.3 %) and also for the individual 
types of household according to working persons the highest frequency is always for this category. 
For this reason coefficient lambda equals zero and the values of coefficient tau and the uncertainty 
coefficient are also very low. 

As far as concerns ownership of PC, then for the whole data set the greatest frequency is for 
category 1 (50%), followed by category 3 (42%). The first category is most frequent for households 
with at least one working person. For households without working persons the highest frequency is 
in category 3 (76%). Of all the items of durables the strongest dependence was found for the 
dependence of equipment with PC on the household type according to working persons. 

A weaker dependence was found for ownership of a car. For the whole set the greatest 
frequency is for category 1 (61.4%), followed by category 3 (27%). The first category is most 
frequent for households with at least one working person. For households without working persons 
the highest frequency is in category 3 (50%). 

We achieved similar results in investigating the equipment with durables in relation to the 
household type according to the status of head of household. Seven categories of household are 



 
 
 

Aplimat – Journal of Applied Mathematics

 

   volume 4 (2011), number3
 
 

356

distinguished, these being 1 (employee with lower education), 2 (self-employed), 3 (employee with 
higher education), 6 (pensioner with working persons), 7 (pensioner without working persons), 8 
(unemployed) and 9 (other household). For the reason of the insignificant dependence of equipment 
with washing machine, color TV and phone is (with regard to the overall majority of the first 
category throughout the data set), we will focus only on ownership of PC and a car. The resulting 
values of the appropriate coefficients are given in Table 2. 

 
Table 2. Dependence of the household equipment on the status of head of household 

 
Durables lambda tau U 
PC 0.487 0.322 0.249 
car 0.153 0.156 0.129 

 
In the case of equipment with PC the first category is not the most frequent only for 

households headed by a pensioner without working persons. In this case the most frequent category 
is 3 (79.6%). In the case of ownership of a car the situation is similar. In this case in households 
headed by a pensioner without working persons the relative row frequencies in category 3 is 52%. 

Similar or higher values of coefficients were further found in investigating the dependence of 
equipment with PC and a car on the household type according to working activity and intensity and 
according to the classification of the EU and OECD. 

A stronger dependence of equipment with a car than with PC was found on the basic 
household type with categories 1 (two-parent nuclear family), 2 (two-parent family with other 
relatives), 3 (lone-parent family with children), 4 (lone-parent family with other relatives with 
children), 7 (non-family household), 8 (individual – male) and 9 (individual – female). The 
resulting values of the appropriate coefficients are given in Table 3. 

 
Table 3. Dependence of the household equipment on the basic household type 

 
Durables lambda tau U 
PC 0.285 0.154 0.123 
car 0.286 0.239 0.194 

 
In the case of the type 7 household in equipment with PC the same frequency was found for 

categories 1 and 3 and the highest frequency for the 3rd category was in households of type 8 (54%) 
and 9 (79%). For the car indicator the highest frequency for the 3rd category was found only in the 
type 9 households (72%). 

Lower values of coefficients were obtained in the case of dependence on the household type 
according to education level with the categories 1 (low level), 2 (medium level – at least one partner 
with secondary education) and 3 (high level – at least one partner with university education), see 
Table 4. 

 
Table 4. Dependence of the household equipment on the household type according to education level 

 
Durables lambda tau U 
PC 0.145 0.097 0.083 
car 0.114 0.074 0.059 
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Both in the case of the PC and of the car the highest frequency for the 3rd category was in the 
household type with a low level of education (76.2% and 60.1%). 

We also investigated the dependence of the number of rooms on the ordinal indicators 
concerning the household. We recoded the indicator for the number of rooms to the values 1, 2, 3 
and 4 (meaning 4 or more). In investigating the dependence on the number of working persons it 
was found that in households with no or with one working person there were mainly 3-room 
apartment, whereas for households with two, three and more working persons mainly had four or 
more rooms. The value of Somers’ d in this case is 0.259, which, although it is a lower dependence, 
is one that is worthy of notice. In investigating the dependence of the number of rooms on the 
household type from the viewpoint of education level it was found that the households with the 
lowest education level most often have two rooms, households with medium education have three 
rooms and the households with the highest level of education then have 4 or more rooms. In this 
case the value of Somers’ d is 0.206. 

In investigating the dependence of the total floor area, very similar results were obtained 
according to the above-mentioned ordinal indicators concerning households. The indicator of floor 
area was recoded for these purposes to the values 1 (40 m2 or less), 2 (40–60 m2), 3 (60–80 m2) and 
4 (more than 80 m2). In investigating the dependence of this indicator on the number of working 
persons it was found that in households with no working person the prevalent floor area is 40–60 
m2, in households with one working person the usual floor area is 60–80 m2 and in households with 
three, four or more such members the floor area is greater. The value of Somers’ d in this case is 
0.252, which, although it is again a weaker dependence, is one that is worthy of notice. In 
investigating the dependence of the floor area on the household type from the viewpoint of 
education level it was found that the households with the lowest level of education most often have 
40–60 m2, households with medium education have 60–80 m2 and the households with the highest 
education level then have more than 80 m2. In this case the value of Somers’ d is 0.209. 

An example of another ordinal variable is the indicator “housing costs in terms of financial 
burden” with categories 1 (large burden), 2 (a certain burden) and 3 (no burden). Overall category 2 
is prevalent, being the most frequent category also in the individual categories of household. The 
value of Somers’ d in the case of the dependence on households according to the number of 
working persons is 0.077 and in the case of the dependence on households according to education 
level it is 0.17. 

For the purpose of comparison, we also investigated the dependence of quantitative 
continuous variables (original value of floor area in m2, housing costs and their individual items) on 
the household type with the use of R-square, see formula (2) or its root (coefficient eta). The values 
of coefficient eta indicate a weaker dependence. The highest values were found in the dependence 
on the household type according to the number of working persons, these being for total housing 
costs (0.336), followed by the cost of electricity (0.289), floor area (0.282) and the cost of water 
supply (0.274). There are somewhat lower costs when investigating these indicators for the 
household type according to education level: for total housing costs 0.221, followed by costs of 
other utilities with 0.19 and floor area with 0.176. 

We obtained some interesting results by using the odds ratio, concerning dependences on the 
sex of the household head. In the case of independence the value of the odds ratio is one. This 
measure expresses a chance for a certain event (a category of a column variable) in dependence on 
categories of a row variable. If a man is a head of household, then the household has more than 2.5 
times greater chance to go for an annual one-week holiday in comparison with a household with a 
woman as a head. In a case of unexpected outlay of CZK 7500 this chance is more than 3 times 
greater in comparison of men and women as heads of household. 



 
 
 

Aplimat – Journal of Applied Mathematics

 

   volume 4 (2011), number3
 
 

358

4 Conclusion  
 
Through analysis of the data from the EU-SILC survey in 2008 interesting dependences were 

found concerning the dependence of equipment with PC on the household type from the viewpoint 
of the number of working persons and according to status of head of household, ownership of a car 
on the basic household type, further the number of rooms and the total floor area on the household 
type from the viewpoint of the number of working persons and according to education level. 

In our further research we plan to focus on modeling the dependences of categorical 
indicators with the use of logistic regression, see [7] for modeling the dependences on the basis of 
the survey in 2006. 
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ON COMPARISON OF UNIVARIATE
FORECASTING METHODS:

THE CASE OF LATVIAN RESIDENTIAL PROPERTY PRICES

SINENKO Nadezhda, (LV) VALEINIS Janis, (LV)

Abstract. This paper investigates the forecasting ability of different univariate forecasting
techniques (local regressions, unobserved component model), compared with the standard
ARIMA approach. A forecasting exercise is carried out with each method, using monthly
price time series on residential property prices in Latvia. The accuracy of the different
methods is assessed by comparing several measures of forecasting performance based on
the out-of-sample predictions for various horizons.
Key words and phrases. Unobserved components model; ARIMA models; Forecasting
comparison; local linear regression.
Mathematics Subject Classification. Primary 91B84, 62M10; Secondary 62G08.

1 Introduction

The presence of a turning point at the end of a sample introduces a degree of uncertainty in
econometric forecasting. Deterministic trend-based forecasting strategies are not relevant in
this case. Cointegration relationship also may seem to be broken thus not providing a solid
basis for making projections of future paths of economic variables. Uncertainty about the future
behavior of exogenous variables due to turn in economic cycle makes it difficult to use traditional
multivariate forecasting methods. In this case univariate forecasting techniques may serve as
an additional work aid. The purpose of the article is to investigate the forecasting performance
of several univariate modelling methods (unobserved component model, local regressions and
traditional ARIMA models) applied to Latvian residential property prices.

The development of real estate prices serves as an important economic indicator, closely
connected to economic and credit cycles. As the behavior of the property prices influences
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the performance of the whole financial system, the forecasting of its future developments is an
important task. Over the last decade Latvian residential property prices experienced dramatic
changes. Joining the European Union in 2004 provided access to cheap credits. The economic
boom that followed the EU accession led to growing wages and therefore the demand for real
estate and affordability of the loans for house purchase increased ([1]). Credit and property
prices grew in mutually reinforcing manner, producing a speculative real estate price bubble,
which burst in April 2007. The price drop on the real estate market coincided with a severe
downturn in economic activity in Latvia, which was reinforced by the world-wide financial and
economic crises. During 2007 - 2009 Latvian residential property prices fell by more than 70%.
After hitting the bottom in the summer of 2009, the prices exhibited moderate growth. The
idea of the exercise appeared at the end of 2009, when future prospects of the developments
of the property prices were highly uncertain and the deep recession made the forecasting of
the fundamental determinants of property prices comlicated for relatively long time horizons.
Different classes of univariate models were fitted to residential property price time series on the
estimation sample from January 1999 to December 2009 and 12 months ahead forecasts were
produced. Now, when 10 of 12 actual values of property prices time series for 2010 are already
known, the precision of forecasts could be accessed.

The paper is organised as follows: Section 2 describes the theoretical UC model based
on simple Integrated Random Walk model for the trend and results, obtained employing this
model, including some modifications. Section 3 and Section 4 describe the nonparametric
regression methods and benchmark ARIMA class models, respectively. Section 5 analyses
the predictive performance of our models for Latvian residential property prices. Section 6
concludes.

2 Forecasts based on structural time series model

One of the popular ways of modelling time series is a structural time series model, which is
set in terms of components having a direct economic interpretation. In the most common form
additive structural model has the folowing form

yt = Tt + Ct + St + εt, t = 1, . . . , T, (1)

where Tt - trend, Ct - cyclical, St - seasonal, εt - irregular component. Typically the irregular
component is assumed to be white noise with zero mean and variance σ2

ε . In some cases (like
in [3]) the cyclical component is dropped and cyclical movements are incorporated into trend
component. The new framework elaborated for structural models by Harvey (see e.g. [4], [5])
made the models more flexible, in particular, by letting the level and slope parameters of trend
to change over time. Harvey and Jaeger in [5] proposed to fit trend as

Tt = Tt−1 + Dt−1 + ζt, ζt ∼ NID(0, σ2
ζ ), (2)

Dt = Dt−1 + ηt, ηt ∼ NID(0, σ2
η), (3)

where Dt is the slope and the normal white noise disturbances ζ and η are independent of
each other. In case σ2

η = 0, the formula (2) reduces to random walk with drift and if, in
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addition, σ2
ζ = 0, it reduces to deterministic linear time trend; the case when σ2

ζ = 0 and
σ2

η �= 0 corresponds to integrated random walk (IRW). So, the proposed way of modelling
time trend allows for time-varying parameters and incorporates possibilities of random walk
and linear trend as limiting cases. The key idea of Harvey (see [4]) was to handle structural
models in the state space form with the state of the system representing the various unobserved
components such as trends and cycles. The forecast in this type of structural time series
model are constructed automatically by the Kalman filter. The trend and other unobservables
are extracted by a smoothing algorithm. The parameters, which govern the evolution of the
observed series, are estimated by maximum likelihood, again using the Kalman filter. Thus
the whole model is handled within a unified statistical framework, which produces optimal
estimates with well defined properties.

3 Empirical results

As Latvian residential property prices time series exhibits no seasonal variation, the seasonality
term in equation (1) was omitted and a cycle was incorporated into the trend-cycle component
(2) - (3), for which integrated random walk specification was chosen. IRW model is known to
be particularly useful for describing large smooth changes in the trend ([2]).

In classical Kalman filter framework our model has the following representation: the state
equation

ξt+1 = Fξt + νt+1 (4)

and the observation equation
yt = H ′ξt + εt,

where

ξt =

(
Tt

Dt

)
, F =

(
1 1
0 1

)
, H =

(
1
0

)
, νt =

(
0
ηt

)
.

The model appears to be very simple and parsimonious with the only unknown parameter - σ2
η.

Following Garcia-Ferrer and Queralt [2], we will call the slope component Dt a trend derivative.
Estimation of the parameters and extracting of the components was carried out by the

means of econometric package EViews7. The estimated trend and the trend derivative are
shown on Figure 1.

Garcia-Ferre and Queralt (see [2]) argues, that the trend derivative can be used as a device
for anticipating peaks and troughs, in particular, when the derivative reaches its maximum
value, the recession is to be expected, and the recession is confirmed, when the derivative
becomes negative. Indeed, also in our case the peaks in derivative precedes the turning points
in the levels of time series for some 2-3 months and thus can serve to improve quantitative
forecasts in the vicinity of turning points.

The trend prediction in the IRW trend model is a straight line with a constant slope equal
to the last value of the derivative. This seems to be a rather restrictive and conservative
assumption given the evolution of the derivative through time. Two alternatives seem to be
open: (1) propose different (more flexible) trend model, like Smooth Random Walk (SRW)
or Double Integrated Autoregressive model (DIAR); and (2) direct modelling of IRW trend
derivative and obtaining forecasts from its univariate model, as proposed in [2]. We have left
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(a) (b)

Figure 1: Estimated trend (a) and trend derivative (b) for Latvian residential property prices during January
1999 - October 2010.

the first alternative for further research and followed Garcia-Ferre identifying and estimating
corresponding ARIMA models for the trend derivative. The two alternatives, suggested by
the inspection of ACF, PACF and the analysis of unit root tests are AR(3) model with one
root close to unity (“quasi-stationary”) and non-stationary ARI(2,1) model. Therefore both
competing models are rather close. Despite this fact, the forecasts, produced by the above
models are rather different (see Figure 2 and Tables 2 and 3). In the following, we will call
both model “modified structural models” and refer in tables as UC AR(3) and UC ARI(2,1)
(unobserved component model with trend derivative forecasted by AR(3) and ARI(2,1) models
correspondingly).

4 Forecasts based on the local linear smoothing method

For the time series observations y1, y2, . . . , yT consider the commonly used kernel regression
estimator introduced by Nadaraya [6] and Watson [7] defined by

T̂t0 =

∑T
t=1 ytK( t−t0

h
)∑T

i=1 K( t−t0
h

)
,

where Tt0 denotes the trend function at a fixed timepoint t0, K is a kernel function and h - the
bandwidth parameter. It is well known that this method has a big drawback - it has the so
called design bias (see, for example, [8] or [9]). This issue is more pronounced at the boundary
regions, therefore this method is not quite suitable for the forecasting purposes.

The local linear smoothing is another nonparametric regression method, which minimizes
the following expression

T∑
i=1

{yi − a − b(i − t)}2Kh(i − t),

with respect to a and b. Denote by ât and b̂t the least-squares solutions, where the subscript
t is used to indicate that the solution depends on the given timepoint t. Then Tt is estimated
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by the local intercept ât, which admits the explicit expression

T̂t = â =

∑T
i=1 wt,iyi∑T
i=1 wt,i

,

where
wt,i = Kh(i − t){ST,2(t) − (i − t)ST,i(t)}

and

ST,j =
T∑

i=1

Kh(i − t)(i − t)j.

It can be shown that using the local linear smoothing method the design bias vanishes, thus
it improves over the usual Nadaraya-Watson kernel regression estimator. It is also possible to
consider more general local polynomial fitting methods described by [9] in details. However,
practically the local linear smoothers are used most commonly.

We have implemented the nonparametric regression smoothers in program R. It is well
known that the kernel choice is not essential, thus we choose the standard Gaussian kernel.
However, the smoothing parameter or the bandwidth choice is crucial. There exist many
methods for the bandwidth selection which roughly can be divided into cross-validation and
plug-in methods. Moreover, for the time-domain smoothing due to the local dependence the
bandwidth selectors for independent samples do not work well (see, for example, Section 6
in [8]). Therefore for the comparison we examined several built-in automatic methods for
bandwidth selection such as 1) cross-validation (sm.regression command choosing the method
cv); 2) plug-in method (command dpill) and 3) iterative method based on autoregressive
regresion errors (command sm.regression.autocor). In all cases we obtain similar results,
that is, h = {2.39; 1.23; 1.14}, respectively. The reason may be very simple: the time series
data are already quite smooth. Therefore we present here (see Section 6) only the forecasts
using the plug-in method (command dpill which works under the package KernSmooth).

5 Forecasting based on ARIMA models

It has become common to use the best-fitting ARIMA class model (see [10]) as a benchmark,
investigating the performance of different class models. The graph of Latvian residential prop-
erty prices time series and the correlogram of levels are suggestive of non-stationary process,
which was supported by the results of unit root tests (ADF and KPSS tests results both confirm
I(1) process). That’s why we were looking for the best model among the class of Integrated
models of first order (ARMA models for first differences). ACF and PACF properties of dif-
ferenced series were used to select the orders of autoregressive and moving average polinomials
of the models, which were then estimated by maximum likelihood. Taking into account Akaike
(AIC) and Schwartz Bayesian (BIC) information criteria, the best models from this class on the
considered observation sample from January 1999 to December 2009 appeared to be ARI(2,1)
and ARIMA(1,1,1) (both fitted to logs of dependant variable) with the impulse dummies for
periods 2005M1 and 2009M2. Estimated equations have the following form:

dln(yt) = 0.14d2005m1 − 0.11d2009m2 + 0.37(dln(yt−1) + dln(yt−2)), (5)
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dln(yt) = 0.12d2005m1 − 0.08d2009m2 + 0.87dln(yt−1) − 0.37ε̂t−1. (6)

All estimated parameters are significant on 1% significance level. Both dummies serve to fix
outliers in residuals. Positive shock in January of 2005 is connected with the change of the
peg of Latvian currency - Lats from SDR currency basket to euro. Prior to 2005 property
prices were denominated in USD, and the change to euro was used by property owners to rise
the prices. The negative shock in February of 2009 was caused by the negative trends in real
economy, which accelerated fall in property prices.

According to the both information criteria, ARI(2,1) is slightly superior to ARIMA(1,1,1)
due to more parsimonious specification (see Table 1).The residual tests (for autocorrelation,
normality and heteroscedasticity, not shown to save the space) revealed good statistical prop-
erties of both models ((5) and (6)).

Table 1: The values of Information criteria for the ARI(2,1) and ARIMA(1,1,1) models.

Model ARI(2,1) ARIMA(1,1,1)
AIC -4.48 -4.38
SBC -4.40 -4.29

Fitted ARIMA models (5) and (6) were employed to forecast the values of property prices
series for a year ahead (January to December 2010). The forecasting results are shown and
discussed in the next section.

6 Forecasting results

To compare the forecasting performance of different models, all the models were estimated,
using data only from estimation set (from January 1999 to December 2009). Then the estimated
models were used to predict next 12 values (from January 2010 to December 2010). Figure
2 shows forecasts produced by the models and actual values of data series, which are already
known (from January 2010 to October 2010).

To access accuracy of forecasts, we used two measures MSE and MAPE, based on prediction
errors εt, that is

et = yt − ŷt,

where yt - the observed value from the test set and ŷt - the forecast for the time moment t,
based on the values from estimation set. The predictive mean squared error (MSE) uses
squared residuals,

MSE =

∑n
t=1 e2

t

n
,

where n is a number of forecasts. The mean absolute percentage error (MAPE) considers
the relative absolute error of each forecast,

MAPE =

∑n
t=1 | et

yt
|

n
.

Tables 2 and 3 show the calculated measures for different models.
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Figure 2: Different forecasts based on previously described methods together with the actual values of the
data series.

Table 2: Forecast MSE for horizons 1-10.

period lin.local regr Kernel regr. ARI(2,1) ARIMA(1,1,1) UC AR(3) UC ARI(2,1)
2010M01 1.25 116.41 4.57 5.50 4.34 4.34
2010M02 20.85 91.93 6.11 10.18 11.54 13.03
2010M03 1.98 304.22 3.08 0.05 0.11 0.26
2010M04 5.74 456.86 6.69 0.02 0.25 2.18
2010M05 7.59 683.90 21.12 0.44 3.78 2.93
2010M06 55.21 717.28 8.35 5.59 0.11 38.22
2010M07 116.31 832.54 8.81 13.17 0.62 86.08
2010M08 201.62 957.49 11.45 20.85 0.79 153.71
2010M09 448.05 871.90 0.32 76.01 17.59 362.82
2010M10 607.41 1000.55 2.21 82.55 13.86 492.44

MSE 146.60 603.31 7.27 21.44 5.30 115.60

Table 3: Forecast MAPE (in %) for horizons 1-10.

period lin.local regr Kernel regr. ARI(2,1) ARIMA(1,1,1) UC AR(3) UC ARI(2,1)
2010M01 0.29 2.79 0.55 0.61 0.54 0.54
2010M02 1.18 2.48 0.64 0.83 0.88 0.93
2010M03 0.36 4.42 0.44 0.05 0.08 0.13
2010M04 0.60 5.35 0.65 0.03 0.12 0.37
2010M05 0.68 6.47 1.14 0.16 0.48 0.42
2010M06 1.84 6.62 0.71 0.58 0.08 1.53
2010M07 2.65 7.09 0.73 0.89 0.19 2.28
2010M08 3.47 7.57 0.83 1.12 0.22 3.03
2010M09 5.19 7.24 0.14 2.14 1.03 4.67
2010M10 6.02 7.72 0.36 2.22 0.91 5.42
MAPE 2.23 5.77 0.62 0.86 0.45 1.93
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Tables 2 and 3 show that the overall modified structural model with AR(3) process for
trend derivative performs the best according to the both criteria. The forecasts from ARIMA
models also are fairly close to actual data; ARI(2) seems to be the second best. The linear local
regression smoother captured well the slope for the beginning of the test sample: forecasts for
the first 5 months are accurate, but the deviation is rather big for the rest of the test sample.
Surprisingly, but the forecasts from the modified structural model with ARI(2,1) differ very
much from the first structural model, despite the fact that actually the two models for the slope
are rather close. However, those results show the improvement compared to the structural model
with a pure random walk slope (not shown due to big deviations from actual series and other
forecasts: forecasted value for October 2010 was 475, much worse than local linear regression).
Nadaraya-Watson method also was not a success. So, forecasting fairly smooth time series
after the turning point, usage of the local linear regression can be recommended only for short
time horizons. ARIMA models performed fairly well for all horizons (1-10) with MAPE not
exceeding 0.62%. The performance of the modified structural model crucially depends on the
choice of the model for forecasting trend derivative.

7 Conclusions

In this paper we investigated the forecasting ability of different univariate forecasting techniques
(local regressions, modified structural model, standard ARIMA approach). A forecasting exam-
ple was carried out with each method, using monthly price time series on residential property
prices in Latvia, which has recently experienced turn in the trend. The accuracy of the different
methods was assessed by comparing the forecasts MSE and MAPE based on the out-of-sample
predictions for 10 horizons. The modified structural model with AR(3) process for trend deriva-
tive performed the best according to the both criteria, with MAPE less than 0.5%. ARIMA
models performed fairly well for all horizons (1-10) with MAPE not exceeding 0.62% and the
local linear regression gave accurate forecasts for short horizons (up to 5). Nadaraya-Watson
method didn’t look suitable for this example. But it should be mentioned that the results from
the modified structural model should be interpreted with caution, as another specification for
trend derivative yielded much worse results. This feature of the model calls for the further
investigation. In particular, more flexible trend characterisations (like smoothed random walk
or dependences of orders higher than one) seems an important area for future research.
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Abstract.  Encouraging and supporting people to start their own business are one of the 
important government measurements towards to the GDP growth.  It is necessary for the 
success of this policy to identify the types of people who are willing to start a business as 
independent entrepreneurs, or run it in the form of license and establish a business based on a 
franchise system. The research was conducted in order to clearly identify and classify these 
people and to outline their main characteristics important for future effective franchise systems 
promotion. A survey on the willingness to start a business in the form of a franchise license was 
conducted with the usage of questionnaires and different methods of classification were chosen. 
Two of the algorithms for classification trees – CART and CHAID were used for its evaluation 
from the group of supervised learning methods. From the group of unsupervised learning 
methods the two–step cluster analysis was chosen. This paper analyzes the results obtained 
using these methods. It aims to create classes of respondents with similar opinions on 
entrepreneurship and franchising, as well as to classify respondents in terms of their willingness 
to start a business and opinions on investment possibilities in a business context. The survey 
showed that franchising might be a matter of change and new hope for many people.    
  
Key words. classification, decision tree, cluster analysis, starting business, franchising 
 
Mathematics Subject Classification:  91B06, 90B50. 

 
 
1 Introduction 
 
The franchise model of doing business is regarded as the less risky option of starting a business. 
The research on willingness to start one´s own business, both with franchise and regular concept, 
was conducted in the form of questionnaire surveys realized in the Czech Republic by the team of 
the Faculty of Social and Economic Studies (FSE) in Ústí nad Labem  in 2008 – 2009. The aim of 
the research was to identify the segment of the population which is most likely to start their own 
business. According to the description of characteristics for this group the proper measures for 
investment incentives can be taken. The questionnaire research was conducted in order to determine 
public awareness of the franchise; find out the views and attitudes towards the franchise system; 
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explore the willingness to start a business; and collect enough information to be able to suggest 
some measures for effective communication on the franchise system – the presentation of the 
franchise as a promising way of doing business. 
Unfortunately, the traditional basic statistic methods led to unsatisfactory outputs so that the 
methods of classification by the support of cluster analysis and decision tree methods were chosen. 
This contribution deals with the analysis results gained by means of those two methods. 
 
 
2 Methodology 
 
This contribution deals with the classification of two basic ways of learning – namely supervised 
learning and unsupervised learning. In the first case the decision rules for assigning objects to the 
groups are created according to the training set. The decision trees are representatives of this group 
of methods. In the second case the selected objective function due to its minimization divides 
objects into categories, so that the objects belonging to one category are more similar to each other 
than data from different categories. Cluster analysis belongs to this group. 
 
2.1 Cluster Analysis 

 
Cluster analysis, see [1], [3], deals with data objects similarity. It solves the set of objects splitting 
into several previously non-specified groups (clusters) so that the objects in the single clusters are 
the most similar to each other as possible and the objects outside of the different clusters should be 
the least similar as less as possible. Cluster analysis can be realized by many different methods.  
The statistical program systems usually include both the hierarchical algorithm result which is 
usually displayed in the form of a dendogram and non hierarchical iterative algorithm k-means and 
very often also a two-way joining. In the statistical system SPSS there is a two-step method 
implemented starting at the 11.5 version. 
The choice of a hierarchical method was not suitable for this survey due to the relatively large 
number of subjects. The algorithm k-means is designed for a clustering of objects which are 
described with the use of quantitative variables and it was not the case on this research. The usage 
of this method would require pre-proceeding the data with the help of binarization; it means that 
each variable transfers into several binary variables (the variable of the value 0 and 1). The most 
suitable method for data proceeding in this survey seems to be the two-step method.  
The principles of the two-step cluster method are described for example in [2]. This method uses 
the algorithm of BIRCH (Balanced Iterative Reducing and Clustering using Hierarchies), which is 
explained in more detail in [6], or [7]. The algorithm creates a so-called CF-tree, which is 
progressively fulfilled by incoming data. The advantage of this principle is that it goes through the 
data file only once. The disadvantage is the sensitivity for the entry data ordering. 
CF-trees work with so-called CF-characteristic – Clustering Feature of the cluster. Data collected in 
CF-characteristic are sufficient for the calculation of centroids, inter-group proximity measures and 
compactness of clusters. This characteristic creates an organized triad of CF = (N, LS, SS), where N 
means the number of objects in a cluster, LS represents a vector sum of all cluster objects and SS 
states these objects Square coordinates, e.g.  
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CF-trees are highly balanced trees of two parameters. The first parameter is the threshold P and the 
second one is the branching factor (F, L). Each internal node of CF-tree applies in that it contains 
maximally F descents. The task of the internal nodes is to allow the finding of the proper leaf for 
new subject categorisation. Each leaf contains maximally L entries. Every leaf node represents 
a cluster created by all the sub-clusters constituted by the single entries of the leaf. However, the 
threshold rule has to be valid for every leaf entry that the entry radius is smaller than thereshold P.  
The clustering algorithm is realized in three main phases. In the first phase the CF-tree is created 
and the entering objects are progressively organized. In the second phase the CF-tree is condensated 
and optimalized due to its threshold adjustment and with the help of the proper tree re-designing the 
outliers is eliminated. In the third phase the impact of entry data order sensitivity is minimized.  The 
algorithm clusters together with the leave´s tops using the agglomerative hierarchy cluster 
algorithm.  
 
2.2 Decision Trees 
 
Various types of decision trees are widely used in data models. The decision trees can be regarded 
as the structures which recursively separate surveyed data according to certain decision criteria. The 
root represents all of population file. The inner nodes demonstrate the sub-systems of the population 
set.  The values of dependent variable are explained in the tree leaves. Two types of decision trees 
have been used: the classification trees (every leaf contains a category) and regression trees (every 
leaf contains a constant – the estimation of dependent variable).  
The decision tree has been recursively created by space division of independent variable values and 
has been based on searching the question (splitting condition), which is the best of all for dividing 
the surveyed data space into sub-sets, it means which one maximizes the splitting criterium. The 
splitting procedure is finished as soon as the cessation rule is reached. There are two possible ways 
to set up the quality of generated tree: the system of training and test data and the other way is the 
cross validation.  
A large number of algorithms was developed for the decision trees creation. CART, ID3, C4.5, 
AID, CHAID and QUEST algorithms are the most frequent ones, see [8]. This contribution treats 
with two algorithm types implemented in the statistical system – CART and CHAID.  

 
2.2.1 Algorithm CART 
 
This algorithm was originally described by its authors Breiman, Freidman, Olshen and Stone in 
1984 in the article „Classification and Regression trees“. The algorithm (see [4], [5]) can be 
applicable in the case that there are one or more independent variables. These variables can be 
continuous or categorical (both ordinal and nominal). There is also one dependent variable, which 
can be also categorical (both ordinal and nominal) or continuous. 
Because only YES/NO questions (condition of splitting) are permitted, the algorithm result can be 
composed only in the form of the binary tree (it means that every node is divided into two child 
nodes). In every algorithm step the algorithm goes through all potential splitting with the help of all 
permissible values of all variables and the best solution is searched for. The increasing of data 
purity serves as the measurement.  It means that one splitting is better than the other one if two 
more homogenous (according to independent variables) data files are acquired compared to another 
way of splitting. Algorithm splitting differs for classification trees and for regression trees. 
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The child node homogeneity is in the case of the classification trees measured by the impurity 
function i(t). The maximal homogeneity of two newly built child nodes is constructed as the 
maximal purity reduction i(t).  

 ))(()()( dr tiEtiti  , (2)

where tr represents parent node, td is the child node. In order to set up the child node tp, the 
probability of child node Pp and the left child node tl, the probability of the left child node Pl  the 
expected value formula should be supplied as follows: 

 )()()()( ppllr tiPtiPtiti  . (3)

For each node the CART algorithm solves the maximization problem for the i(t) function going 
through all the potential splitting. The i(t) function can be defined in different ways. The most 
frequent is the Gini index method.  
The regression trees are used in the case when the dependent variable is not categorical. The 
algorithm searches for the best splitting based on the sum of variance minimizing in the terms of 
two newly built child nodes in this case.  This algorithm works on the basis of the algorithm of 
minimizing the sum of squares. 
 
2.2.2 CHAID Method 

 
The method of CHAID (Chi-squared Automatic Interaction Detector) was developed in 1980 by 
G.V. Kass. This method, see [5], has arisen by the modification of the AID method for categorical 
dependent variable. The non-binary trees can be regarded as a result of this modification. The 
method uses the 2-test. The splitting algorithm is realized as follows: In the terms of one leaf node 
the contingency table (sized mk) values of independent variable (m categories) is created. After 
that the pair of the category of independent variable predictor is found and the sub-table sized 2k 
has the less important value of  2- test. These two categories are merged. By this operation the new 
contingency table is created – sized (m – 1)k. The merge procedure is repeated until the 
significance of 2-test declines under the pre-scribed value. Reaching this the splitting procedure of 
one parent node to several child nodes has been finished. The process continues in this way for each 
of the leaf node until the insignificant result of 2-test is reached.  

 
 
3 The Results and Evaluation 
 
The questionnaire survey was carried out on 658 respondents. It was a random sample of the Usti 
region and only people over 18 years were asked to take part in it. The idea was to keep the 
structure of respondents as close to the natural structure of population situation as possible. That is 
the reason why three control points were considered as follows: age, education and residence. 
 
3.1 Basic Information about the Structure of the Respondents 
 
54% of respondents answered “yes” to the question “Have you ever heard of a franchise before?”. 
The overall response shows that 30% of respondents have heard of it at school, 28% on the internet, 
18% in the press, 17% by friends and 7% from TV. Wide differences, however, were in the age 
structure of respondents. The results of the survey shows that nearly half of the population under 35 
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is equipped with the knowledge of the franchise from school (i.e. passive reception), while in the 
age group of 36-55 years it was only 13%. Yung people have heard of the franchise from the press 
only at 11%, older people at 28%. For ages above 56 years information from the press predominates 
(35%), followed by information by friends (25%).  
Perceptions of the advantages and the disadvantages of franchising were examined. Almost half of 
the population already perceives the franchise system as an easy way suitable even for less 
experienced people to start. There should not be a major problem to convince the “rest of the 
population” of this fact (using suitable means). 30% of respondents consider a hindrance to business 
in the first place “risks of their failure”. It is necessary to work intensively with the fact that people 
generally perceive the franchise as a solution for those who still defer starting a business (72%), but 
only a half of them (56%) would recommend the franchise to their friend. 
A branch of business that is seen as the best for starting a business was also studied. A third of 
people could be in the field of the gastronomy, 13% in education, 10% in construction, 8% in  
information technology, 7% in real estate. 
Their investment would have saved most respondents in real estate (57%), in own business (12%) 
over other forms of investment have slightly higher securities (10%). 
 
3.2 Formulation of Respondent Categories with the Similar Opinion on Doing Business  

and Franchising  
 
At first the cluster analysis classification was done on the basis of 23 variables containing answers 
to questions regarding respondents´ opinions on doing business and franchising. Because there is 
the combination of different variables types, the two-steps cluster method and dissimilarity measure 
(of the type of distance likelihood) were used.  The procedure in SPSS system evaluated as optimal 
just two clusters. The result was regarded by the procedure as a good result, see Figure 1.  

 
Figure 1: Cluster Quality  

 
The cluster merge was introduced as another variable. In the next step the classification tree for the 
newly built variable “cluster No.” As the independent variable the identification data of respondents 
was chosen.  The classification tree was created with the help of two methods which are included in 
the SPSS system, namely the CHAID method and the CRT (CART) method. In both cases the cross 
validation was selected in order to confirm the tree quality. The tree of higher quality was generated 
by the CRT method – see Figure 2.  The level of risk estimate resulted in the value of 0.253. So the 
„risk“ of misclassifying is 25.3%, the model classifies 74.7% cases correctly. 
From the tree structure it is possible to acquire the information that a similar opinion on doing 
business and franchising occurs with higher educated people, managers, respondents aged more 
then 35 living in big cities and aged less than 35 living in the villages which are larger then 10 000 
inhabitants working in their job position from one up to five years. The second group of similar 
opinion people consists of persons without higher education aged more then 35 years living in the 
cities of up to 50 000 inhabitants and also persons under 35 years living in small villages and also 
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young people from middle – and bigger sized cities working in their positions for the period of one 
to five years.  
 

 
Figure 2: CRT – the opinion on doing business and franchising  
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3.3 The Respondent Classification from the Point of View of Their Willingness to Start 
Their Own Business   

 
The next step was focused on the respondent classification from the point of view of their 
willingness to start their own business. The classification tree dependent variable “Willingness to 
start own business” which takes the value Yes – No. The respondent identification data was chosen 
as the independent variables. Both of the above mentioned methods were used again to create the 
tree. In this case the better result was generated by the CHAID method – see Figure 3. The risk 
estimate value resulted in 0.224. So the „risk“ of misclassifying is 22.4%, the model classifies 
77.4% cases correctly. 
Due to the tree structure it was found that the highest level of willingness to start and run their own 
business show the unemployed people, the ordinary employees aged less than 35 years and 
a substantial part of these persons is composed by managers and self-employed people. The 
significant disinclination to run one´s own business was identified among ordinary employees aged 
more than 35 years.   

    
Figure  3: CHAID – willingness (business)   Figure 4: CRT – investments   

 
 

3.4 The Respondent Classification according to Their Investment Criteria   
 
In the last step, attention to respondent classification according to their criteria for surplus funds 
allocation was paid. In this case the quality of the two trees generated by both the methods was the 
same, unfortunately worse than in the previous cases. CRT tree is demonstrated in Figure 4. The 
risk estimate value is 0.332. So the „risk“ of misclassifying is 33.2%, the model classifies 66.8% 
cases correctly. 
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The results of the above mentioned classification can be summarized as follows: Managers and 
ordinary employees holding their position less than one year think about the investment allocation 
in a similar way. For above the average, they prefer investment in franchise systems and the 
investment allocation in the bonds and subjects of art is subordinated to franchise. Conversely, they 
have a negative approach to real estate investments.  
The next group having similar consideration towards investments consists of managers and ordinary 
employees holding their position for more than one year. They prefer funds allocation in the field of 
real estate and savings accounts designed for future construction. In contrast they avoid investment 
into both their own businesses and businesses under the franchise system.  
The third group contains entrepreneurs who (as was expected) highly prefer business on their own 
account and refuse investments in the field of real estate, savings accounts designed for future 
construction and objects of art.  
The last group consists of unemployed persons who give significant priority to deposits. They also 
prefer bond purchase and franchise investment at an above average. They are representatives of 
refusing objects of art purchases and under the average they would like to place their funds in the 
real estate and construction savings accounts.  
 
 
4 Conclusion   
 
The results of the survey show that the majority of the population is equipped with the knowledge 
of franchise from school (i.e. passive reception) and that is why it would be worth considering an 
involvement in further education at schools (lectures, competitions, eventually the usage of student 
media). Half of the respondents who would eventually start their business recruits from ordinary 
employees who in many cases occupy their position for more then five years. Therefore, 
franchising for them must be a matter of change and new hope. Also the franchise seems to be a 
chance for unemployed people and it is therefore appropriate to focus the Labour Office courses on 
franchising opportunities. 
The following reasons can be (almost equally) regarded as the greatest obstacle to starting a 
business: the risk of failure, lack of funds and administrative barriers. As noted in part above, it is 
necessary to develop such a franchise system promotion which is based on the elimination of fear, 
mainly the fear of the risk of failure and fear of administrative complications. 
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INDICATORS   OF  TURNING   POINTS 

  IN  CZECH   FINANCIAL   TIME SERIES 
 

ŽIŽKA David, (CZ) 
 
 

Abstract. The development of financial time series was analysed separately before and after 
depression (2008-2009) in Czech financial markets. In the first part financial time series of 
stocks and exchange rates were modeled. The volatility models were used mainly. In the second 
part the turning points in specific time series were tested and the deviations of parameters in 
different parts of time series were analysed. Final part was focused on finding indicators which 
predicted the turning points. 
 
Key words. Turning points, financial time series, volatility models 
 
Mathematics Subject Classification:  62M10 

1   Introduction 

Czech financial market was strongly hit by the financial crisis during 2008-2009. Behavior of 
financial time series was heavily predictable. This study is focused on analyzing the behavior of 
these series.  
Financial time series often exhibit characteristics that allow them to model using classical methods. 
In particular, the outliers, variance is depend on time, coefficient of kurtosis is high. Models of 
volatility can cover these properties. 
The input data for analysis are three time series. Daily values of ČEZ a.s. (Czech Power Company), 
index PX (Prague market index), exchange rates of CZK/EUR. 
Reference period is during 2002- June 2010 and involves CEZ, PX, CZK/EUR close daily values. 
Logarithmic returns expressed as percentages will be used. 
First part is focused on estimating the best volatility models during 2002-2010. 
Second aim of this study is model time series during depression 2008-2009 and compares with 
parameters whole time series. For this purpose is necessary to determine the turning points in the 
time series. For detection the turning points can be used technical analysis but for purpose of this 
study are chosen local maximum (minimum) for each time series before (after) market fall. 
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Final part is focus on finding indicator which predicts the turning points. Analyse short term before 
turning points by volatility models. Forecasts by volatility models are compared with real values. 

1.1   Models of volatility 

GARCH model 
 
GARCH means Generalized Autoregressive Conditional Heteroskedasticity model.  Bollerslev 
(1986) proposes a useful extension of ARCH model known as the generalized ARCH (GARCH) 
model. Bollerslev extended ARCH model of delayed conditional variance. 
 
GARCH (1,1) 

2
11

2
11

2
  ttt   (1.1)

 
Positive conditional variance ensures the conditions: 0,0,0 11   . 

IGARCH model 
 
IGARCH means Integrated GARCH and is a special form of the more general GARCH model. 
It looks exactly like a regular GARCH model. In order for this model to be an IGARCH model, it 
has to fulfill the following condition: alpha+beta=1. 
Hence, the conditional variance of the IGARCH model is clearly non-stationary. This has important 
implications for interpreting the volatility of such a time series. If alpha and beta indeed sum up to 
1, the volatility of the model is not mean-reverting. External shocks leading to the change in 
volatility are permanent. 

EGARCH model 
 
Exponential GARCH model by Nelson (1991) describes an asymmetric effect between positive and 
negative asset returns. Conditional variance is an asymmetric function of past t  as defined by  

 
EGARCH (p,q) 
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There are no restrictions on the parameters ii  ,  to ensure nonnegativity of the conditional 

variances. If 0 i , the variance tends to rise (fall) when it  is negative (positive) in accordance 

with the empirical evidence for stock returns. Assuming 1 tttz  , is i.i.d. normal, it follows that 

is t covariance stationary provided all the roots of the autoregressive polynomial   1  lie 

outside the unit circle. 
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TGARCH 
 
Threshold GARCH model by Zakoian [7] is similar to GJR GARCH model by Glosten, 
Jagannathan and Runkle (1993).  Specification for conditional variance is 
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where 
tI =1 if t  <0 and 0 otherwise. 

Positive and negative returns have different effects on conditional variance in this model. Positive 
returns ( 0it ) affect i , but negative returns affect ki   . If 0k  negative returns increase 

volatility and called there are leverage effect for the i-th order. If 0k the returns impact is 

asymmetric. GARCH model is a special case of model TARCH if threshold expression equals zero. 

2   Model description 

1 2.1  CEZ 

Following graphs show absolute close daily values and returns in percentage of CEZ stocks. The 
beginning of the market decline in 2008 is evident from the x-axis value 1600. 
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Fig. 2.1 Values of CEZ stocks during 2002-2010 
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Fig. 2.2 Returns of CEZ stocks during 2002-2010 (in percentage) 
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Linear models 
 
In GARCH(1,1) model are parameters statistically significant and their sum is close to 1 
(alpha+beta=0.9731). For this reason, we can construct an accurate model IGARCH. 
 

Table 2.1  IGARCH (1,1) model parameters 
 

IGARCH Coefficient Std.Error   t-value   t-prob 
omega 8.6507E-6 1.2132E-6 7.13 0.0000 
alpha_1 0.1352 0.007089 19.07 0.0000 
beta_1 0.8648 0.007089 122.00 0.0000 

 
 

IGARCH (1,1): 2
1

2
1

62 8648.01352.065.8 
  ttt E   

 

Nonlinear models 
 
Sign bias (SB) test indicates impact of positive and negative returns on conditional 
heteroscedasticity. Negative size bias (NSB) test and Positive size bias (PSB) test indicate impact of 
positive and negative returns on conditional heteroscedasticity depend on their values. Model 
TGARCH confirms result of SB, PSB, NSB tests. Parameter treshold is statistically significant at 
1% level in the model and indicates nonlinearity. 
 

Table 2.2  TGARCH (1,1) model parameters 
 

TGARCH Coefficient Std.Error   t-value   t-prob 
omega 0.159391 0.02762 2.58    0.0101 
alpha_1 0.062334 0.01163 3.25    0.0010 
beta_1 0.859369 0.01285 27.5 0.0000 

Threshold 0.093551 0.01988 3.77 0.0000 
 

TGARCH (1,1): )0(0936.00623.08594.0 1
2

1
2

1
2

1
2   ttttt I   

Model checking 
Portmanteau test does not confirm autocorrelation for both models. Further, Jarque-Bera test 
(Jarque, Bera 1987) often called asymptotic test does not confirm normal distribution. Result of 
ARCH test does not confirm conditional heteroscedasticity.  

2.2 PX index 

Linear models 
 
In GARCH(1,1) model are parameters statistically significant and their sum is close to 1 
(alpha+beta=0.9826). For this reason, we can construct an accurate model IGARCH. 
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Table 2.3  IGARCH (1,1) model parameters: 
 

IGARCH Coefficient Std.Error   t-value   t-prob 
omega 3.6497E-6 6.111E-7 5.97 0.0000 
alpha_1 0.1539 0.0133 11.53 0.0000 
beta_1 0.8461 0.0133 63.42 0.0000 

 
IGARCH (1,1): 2

1
2

1
62 8461.01539.065.3 
  ttt E   

Nonlinear models 
 
SB, PSB, NSB tests indicate nonlinearity. Model TGARCH confirms result of SB, PSB, NSB tests. 
Parameter threshold is statistically significant at 1% level in the model and indicates nonlinearity. 
 

Table 2.4  TGARCH (1,1) model parameters 
 

TGARCH Coefficient Std.Error   t-value   t-prob 
omega 0.074381 0.01459 3.73 0.0000 
alpha_1 0.071807 0.01429 5.04 0.0000 
beta_1 0.829651 0.01845 35.6 0.0000 

Threshold 0.136707 0.03099 3.01 0.0030 
 

TGARCH(1,1): )0(13676.00718.08297.00744.0 1
2

1
2

1
2

1
2   ttttt I   

Model checking 
Portmanteau test does not confirm autocorrelation for both models. Further, asymptotic test does 
not confirm normal distribution. Result of ARCH test does not confirm conditional 
heteroscedasticity.  

2.3 CZK/EUR exchange rates 
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Fig. 2.3 Returns of CZK/EUR exchange rates during 2002-2010 (in percentage) 
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Linear models 

In GARCH(1,1) model are parameters statistically significant and their sum is close to 1 
(alpha+beta=0.9891). For this reason, we can construct an accurate model IGARCH. 
 

Table 2.5 IGARCH (1,1) model parameters 
IGARCH Coefficient Std.Error   t-value   t-prob 

omega 1.7178E-7 3.3086E-8 5.19 0.0000 
alpha_1 0.0928 0.00872 10.64 0.0000 
beta_1 0.9072 0.00872 104.03 0.0000 

 
IGARCH (1,1): 2

1
2

1
72 9072.00928.078.1 
  ttt E   

Nonlinear models 

SB, PSB, NSB tests do not indicate nonlinearity. Model EGARCH and TGARCH confirm result of 
SB, PSB, NSB tests. Parameters are not statistically significant in the models.  
 

3 Turning points 

For analyzing series of economic downturn it is necessary to determine turning points (TP) which 
define the term. For detection the turning points can be used technical analysis e.g. Chaikin's 
Volatility, Bollinger Bands. These technical indicators give SELL signals for several days after 
local maximum. Chaikin's Volatility Index (10-day exponential moving average) for PX gives 
SELL signal 5 days after reaching local maximum (Fig.3.1). For purpose of this study are chosen 
local maximum (minimum) for each time series before (after) market fall. Behavior of volatility 
models will be analyzed in these points.  

Table 3.1 Turning points 
TP Negative TP Positive TP 

CEZ 1.9.2008 5.3.2009 
PX 1.9.2008 18.2.2009 

CZK/EUR 22.7.2008 19.2.2009 
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Fig. 3.1 Negative turning point - PX index during 1.7.2008-30.12.2008 and Chaikin's Volatility Index 
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4 Comparison of models before and during depression 

Time series are estimated by volatility models as a whole from 2002 to the "Negative TPs". Further, 
series are divided by "Positive TPs” and estimated individual parts. For testing structural changes is 
used Chow test. 

Chow test 
Chow test introduced by G.Chow [6] determines whether the coefficients in the model are 
consistent with coefficients in the groups generated by separating the time series of the turning 
point to 2 (or more) groups. F statistic: 
 

kT

SSRSSR
k

SSRSSRRSSR

F

2
21

21







 

(4.1)

RSSS, SSR1, SSR2 = sum of squared scaled residuals 
 
F0,95(k,T-2k)=2.6049 

Table 4.1 F-values 
 

 CEZ PX CZK/EUR 
F <0.001 <0.001 <0.001 

 
Values of criteria F are in all cases less than the critical value, do not reject the null hypothesis of 
stability parameters. Parameters do not change in time. 

5 Indicator  

Strong market failure may be caused by fundamental information which starts confidence of 
investors. These turning points are identified in Chapter 3. In the immediate period preceding TP 
investors can just wait for this information. This assumption verify by analyzing the period before 
the TP. This expectation should be accompanied by a reduction in the value of the conditional 
variance model. This theory is supported by a significant reduction in the volume of shares traded 
before the turning point. 

5.1 Conditional variance 

Conditional variance reached a local minimum in the turning point. For all three time series was 
tested whether this local minimum is also a global minimum in moving periods (1 year ago, 2 years 
ago, etc.).  
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Fig. 5.1 Conditional variance of TGARCH(1,1) model - CEZ stocks during 2002-2008 

 
 
 
For the tested models were stored values of conditional variance. Minimum of the conditional 
variance was found for each year and compared with NTP values (Table 5.1). The assumption was 
refuted already in the first year for CEZ and CZK/EUR. Both values were identical only for PX 
index in 2008. Did not prove conclusively that the downturn was preceded by minimums of the 
conditional variance. 
 

Table 5.1 Minimums of conditional variance 
 

  NTP 2008 2007 2006 2005 2004 2003 2002 
CEZ 1.898  1.555  1.558  1.522  1.524  1.551  1.397  1.683 
PX  0.848  0.848  0.591  0.472  0.431  0.478  0.481  0.633 
CZK/EUR  0.195  0.110  0.441  0.488  0.622  0.052  0.678  0.091 

 

5.2 Prediction of the conditional variance 

Prediction of TGARCH (1,1) model in the negative turning point was made for CEZ stocks. 
Frances and Dijk [5]  suggested forecasts of TGARCH model. Assuming t  distribution is symetric 

around 0, we can construct prediction of conditional variance (horizon h, in time T): 
 
 
TGARCH (1,1): 
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

 (5.1) 

 
 
Forecast of the conditional variance is shown in Figure 5.2. Estimation of conditional variance from 
real data is shown in following Figure 5.3. The comparison of graphs 5.2 and 5.3 is noticeable that 
the prediction of conditional variance TGARCH was distorted in the turning point. For this reason it 
is appropriate to be cautious when forecasting at points close to global minimum of the conditional 
variance. 
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Fig. 5.2 Forecast of the conditional variance of TGARCH(1,1) model - CEZ stocks around NTP (-20;+20) 
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Fig. 5.3 Conditional variance of TGARCH(1,1) model - CEZ stocks – NTP + 20 values 

6   Conclusion  

First part was focused on the models estimate during 2002-2010. For CEZ and PX were selected as 
the best non-linear models of volatility. The TGARCH models confirmed different effects of 
positive and negative returns on the conditional variance. The TGARCH models were statistically 
better than the EGARCH models. Time series of CZK/EUR were modeled by linear IGARCH. 
Parameters of non-linear model were not statistically significant for CZK/EUR. These models can 
by used for forecasts. 
In second part were finded turning points and modeled parts of time series. Structural changes were 
tested. Coefficients in all models are consistent with coefficients in the groups generated by 
separating the time series by turning points. 
In final part was analyzed process of the conditional variance before and after turning points. Time 
series were estimated by volatility models until the turning points. The indicator minimum of the 
conditional variance were tested. For selected turning points were not found significant difference 
in the values of the conditional variance. Assumption was confirmed only for PX index in 2008. 
Did not prove conclusively that the downturn in 2008 was preceded by minimums of the 
conditional variance (for selected models). 
Subsequently, the prediction based on volatility models was made for next 20 values. Further, the 
back test was made for these forecasts. It is appropriate to be cautious when forecasting at points 
close to global minimum (maximum) in the conditional variance. 
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